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ABSTRACT 

Several anti-aliasing strategies are proposed, 
which generate Mon1:e Carlo disct·etized es t imates 
of color and i ntensity at each pixel of a raster 
display . 



~101\IE CARLO Al\TI AL IASING by JOH:'i H. HALTON 

I. lie are given a funcuon ;'": R2 - R1 , specifying color and intcnslty at 

any point of a screen 3rea "'c R2 The screen S is subdivided into •r • -- . .t ~::.e ... s 

ph (h = 1 , 2 , 0 •• J '') ••• all disjoi nt and of equal area and shnpe . 

2. [ t i s l nte nded to appr oxi mate the function f on s by a f unction Q: R2 •• R 

wh1ch takes t he value ~. on the pLxel P., for h = l , 2, ... , ;'/ . 
n 'l 

;) . One approach is to define, for the pixel Ph centered at ch , a r.:eigh:; 

funcvi.or. :.;( r - c.)= r.1,( r ) and let n I! 

~h • J d r f( r )w. ( r ), 
" n " 

(1) 

Where Q denot es R2 and /,.,d r deno t es f., <.ixf" du, with r = (:::, !I) . 
"( -w - <» oJ 

>1. A very general .'·fon-.e C=l.o scheme for estimating ;h would select an 

1nteger nh and a set of estimat or- probabillty pairs (ghi( r), phi( r)) , for 

. ::: 1, 2 .J ••• ., 1!, ; SO that One samples pointS t . E Q with probability density 
rl "!. 

o, . (( .) , i ndependently of each-other , ond uses the estimator 
m. " 

(2) 

tor ,, . 
fl 

For example, "crude ~lonre Carlo" could define chi( r ) = .'1/·, «here 

A is the area of S (so tha t A/N is the area of the p ixe l Ph) , and use t he 

~stimator ghi ( r ) = cf( r ) i n Ph ; but this would not •o~ork, since ~·e «auld 

want that the es timator be unbiased, i. e ., t hat 

{3) 

and this reduces, by ( 1) ,'to c = .4~. /Ne, n., 
n ;r n 

1 
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"h = r dr f( r), 
J ~ 

(4) 

'it 

and ~e ~ould need ~o kno~ both ~- and ~ - •o get ;, : Another approach is 
'l 11 11 

to use p, . ( r ) = !Jh·( r ) = w( r - ch) in the whole of Q ( though, of course , 
111. • 

most of the probability will be in or near Ph), and usc the estimator ghi( r ) 

= .::;"( r ); ~<hence rhe condition (:>) reduces to c = 1/n, , provided that the r. 

weight function u, satisfies las is usual) the normalizing condition 
fl 

( 
d r '-"· ( r ) s 

' :} 11 
r d r W( r 
· Q 

- c, ) 
ll 

= r d ' :J ( r ) = 1. 
·.:;; 

(5) 

Of course, this condition is not at a 11 unreasonable. 1\otc that we may, 

yet again, choose , over the whole of Q, o . . ( r ) • u!( r ) , a d ifferent normnli::ed 
nt n. 

weight function from w. (for instance, the normal distribution centered at~ 
r. n 

and with standar d deviation of the order of the diameter of a pixel ), and 

then the estimator would be ghi( r ) • !.lh( r)f(r)fwh( r )nh' as is readi ly 

verified, and this is again feasible; so we note the pair: 

(6) 

5 . An alternative approach would be to use a form of st't':J.t~fied aar!';~n;;:. 

:\ote that, in the technique developed above , all nh estimators are identical 

a nd identically distributed . Suppose , instead, that the phel P, i s dis­
n 

sccted into m identical sub- pixels Rhj' and that sj identical estimators 

g, . ( r ) are sampled with density ~h .( r ) in Q, where p, .{r) • p{f- b . . ) and 
11,] J 11,] 'ZJ 

b,. i s the center of R • .. We then requlre, by (3), that 
n.J n,7 



m J ~ s . dr Q'h . ( r )p, . ( r ) : 
j :l J Q - J 11J 
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f d r f( r )wh( r ) . 
· Q 

As an example, ~<e could choose the funct ion P , and then put 

f( r) w( r - ch) 
n ( r } - --,....----..~ "h.1 " ms . o( r-b,.) 

~ J tlJ 

where we a lso must have that 

(7) 

( 8} 

(9) 

6 . llihat we must do t o make the method efficient is to minimize (or a1: least 

diminish) the vm>iance of our es t i mate. Thus, 1<e note that, for t he first 

technique, given by ( 6) , ···e have 

n h 

var[ ~ 
·i= I {r r-' (r)f( r) ) 2 

n , d r ~ 1 ( ) w,' ( r) 
n.Q wh r nh n 

[I 
!Jh { r )f( r ) ]2} 

- d r w'( r )n wh( r ) = 
Q h h 

_! (), ., ' 
'r. " 

2 
'i>h ) I 

For the second t echnique , given by (8}, we simila:rly get that 

( 10) 

( 11) 

m m 
va:r i r s .a, .J = l: 

j =l ,;•nJ j=l 

m 
L 

j=l 
s. d r n {J [

f( r) w( r- <'. )

1
2 

J Q ms jo ( r - bh) 

m 
l: 

j= l 

2 
¢, }, ,, ( 12) 



where ' 
= I dr 

·Q 
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( J 3) 

7. If we cons i der the case of (6), ( 10), and (I I ) , and firs t assume that 

f, w, w', and so ~- and >. , are a 11 given a priori ; t hen •.-e may ask ho~< t o 
" " 

choose the numbers of funct ion-evalua tions nh by pixels, so as to m~~e al l 

variances the same, given the $Urn n = r.!l n 
k= l 'k . The ans•.;er is evident l y 

n~ = n(>.h - <P - 2)/tkN- 1(>'k - ~- 2), " . n - I< 
(14) 

and the common value of the variance at every pixel is then 

(1 5) 

In the case of (8), (12), and (1~). wi th f, w, p , and so $hand ~- gi ven, we 
n 

similarly see that we can first optimize over the s t r ata i n a single pixel; 

Lagrangian t heory shows that 

s ~ - c~ 2)~/f.m 2 "' J - 11~ hj - \ k = 1 (uhk - <Ph l · (16) 

minimizes t he variance at Ph to the value 

min var[ l:~ 
1 

ah . ] 
:J= " J 

1 (•m ( = - 2- " '=1 )J.h1 
m n J " 

'h 

(17 ) 

Note that the Cauchy-Schwartz- Bunyakovsk y inequality s hows that indeed 

2 " I ( m 2 ~) 2 
1 m ( ( ~hj - q,h ) 

- 2- tj=l (~hj - .ph ) = - 2- l:j=l ~ 
m nh m rth s j 

1) 2 s _'1 
J 

2 " _l_( E~~! Hh,j - ,Ph l tm 
2 J= l s . k = l 8 k ' 

m "h J 

(18) 
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and the righ-r-hand side of the lnequali ty 1S the general variance ( 12), by 

(9) ; so that ( 16) does indeed ~1nimize ( not maximi~e or point-of- inflexion) 

the •:anance . :-low we proceed, as before, to make all the variances (l :') the 

same; yielding that 

rhis makes the common value of the variance 

min 

t ' 2 
A 2) ll .. ,. 

(20) 

8. As a specific example , we ma~ suppose that S is a rectangle 

s = co ~:= "r.1 , o~ y(L.2 ) ; C21J 

(19) 

and that the index h is (h
1

, h 2), with;;= !1
1
N

2 
and 0" l;t < Nt (t; = 1, 2), 

so that P, is the 
r! 

centered at 

:hat " .. ~ . r:;; 

• 1). + 1))' 

+ lj) ( t = 1' 2) . 

+ j + ~) t (t= l,2 ) . 

(22) 

{23) 

(24) 

We may further postulate that both u; and ph. take the form of the r.o~al 
t! J 

dist:r>ioution, with 
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(25) 

where y = (L
1
L/N

1
N

2
)q = [A/N)c, (26) 

and Ph;( r ) = 2!~ exp( - '(x- b~J 1 ) 2 
+ {y - bh;2J2

}/2B) , ( 27) 

{ 28) 

Here, a i~ a constant for the system, related to the weight function w but 

not to for to S and its subdivisions. 

Then ~e have that 

du [f(x u)] 2f~(x- c u ... , '"' . h 1 , ... 

and 

Nm 2 2 
x exp(7"< (x - b . .;1) • (if - b"~2 ) )/2a) . (30) 

• • i1u "'V 

9 . The strategies investigated here so far are adaptive only insofar as 

the oprirni:1ng numbers of samples (14) and ( 16) are to be estimated from 

Monte Carlo estimates of 

with the estimates of~. n. 

the ~. and u, . which can be obtained ~imultaneow;ly n. riJ 

generated by the estimators (6) and {8) , respecti vcly . 

Since only small samples are to be t~~en, because f is so laborious to get, 

the relative sample- sizes (14) and (16) will not be very accurately optimal. 
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Another approach would attempt to perform i~ortance e~1ing by 

sequentially approximating :c= . y)wh(x, y) with wf: · Since:..'. is given and 
I) 

f is experimentally determined (so, also given), ~>e may write ~(x, y) for 

the product . As we accumul ate va lues of C by s ampling {init ially with an 

arbit rary distribution) , we can form an increasingly accurate picture of 

the functional dependence of r on (x, y) and model wh on this . 

Alternatively, we may do a sequentia l oorroeLaU!d sampZing calcula t ion , 

in which we fix the s ampl i ng density arbitrarily, and then use an estimator 

of the form (C(x , y) - ~(x, y)\ft,;}:(x, ;r) - fQd r <;(x, y), where , is the 

bes t approximat ion t o C for which the integral on the right is easily 

comput;lblc . 

10 . Yet another approach wtuch should be empirically investigated is to 

use an ordering of the sampled values of C to 1ndicate where stratification 

s hould occur . First, we sample C at a small number of points in each pixel 

and tabu l ate C, :r , and y, in order of increasing C. 1 f thore ls a s trong 

correlation of C with :r or with&. split the pixel accordingly and sample 

a few more points . Repeat, if necessary. 

Note that the .;:;trar:ij"ica-cion and samp-ling a~e done ion r;he wtto~e of Q, 

nee within the pixel or sub-p·i.xeL on~y. This i.s to ::on[o'f'm Llith the gLobal 

form of w. .Vote c.~so that 1.1 may be given the fuZZ theoreticaZ fo!"'t, ani 

need nee be appro:::ima"ted by a no1'1'1Cll distribution itseLf'. 


