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ABSTRACT

We address the problem of generating smooth, spatialized
sound for interactive multimedia applications, such as VoIP-
enabled virtual environments and video games. Such appli-
cations have moving sound sources as well as moving receiver
(MS-MR). As a receiver moves, it receives sound emitted
from prior positions of a given source. We present an ef-
ficient algorithm that can correctly model auralization for
MS-MR scenarios by performing sound propagation and sig-
nal processing from multiple source positions. Our formula-
tion only needs to compute a portion of the response from
various source positions using sound propagation algorithms
and can be efficiently combined with signal processing tech-
niques to generate smooth, spatialized audio. Moreover, we
present an efficient signal processing pipeline, based on block
convolution, which makes it easy to combine different por-
tions of the response from different source positions. Fi-
nally, we show that our algorithm can be easily combined
with well-known geometric sound propagation methods for
efficient auralization in MS-MR, scenarios, with a low com-
putational overhead (less than 25%) over auralization for
static sources and a static receiver (SS-SR) scenarios.

1. INTRODUCTION

Auralization is the technique of creating audible sound
from computer-based simulation. It involves modeling sound
propagation from a source, followed by signal processing to
recreate the binaural listening experience at the receiver.
Auralization is important in many interactive multimedia
applications including games, telepresence, and virtual re-
ality. For example, in massive multiplayer online (MMO)
game such as World of Warcraft, spatialization of voice chat
using Voice over IP (VoIP) could greatly enhance the gam-
ing experience for multiple players [?]. In MMOs, the game
players are moving and correspond to the location of sound
sources (source of voice chat) as well as the receivers in the
game. In tele-collaboration systems, spatial reproduction of
sound is necessary to achieve realistic immersion [?]. Aural-
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ization can also provide environmental context by modeling
acoustics in absence of visual cues, provide a feeling of a
human condition, or set the mood [?]. For example, rever-
beration provides a sense of warmth or immersion in the
environment. Auralization is indispensable in telepresence
systems as it can provide important sound cues, like the di-
rection of sound sources and the size of the environment,
and is frequently used for training [?], therapy [?], tourism
[?], exploration [?], and learning [?]. There are recent efforts
to provide distributed musical performances using telepres-
ence systems and the acoustic reproduction of the virtual
environment is very important [?]. In many of these ap-
plications moving sound sources and receivers are common,
e.g. in virtual reality exposure (VRE) therapy (virtual Iraq)
[?] to treat post-traumatic stress disorder (PTSD), the game
player (receiver) is moving as are the sound sources (e.g., he-
licopters, tanks). The simultaneous movement of the sources
as well as the receiver results in additional challenges with
respect to computational overhead and accurate modeling
of the acoustic response at each receiver position.

The two key components of auralization are sound propa-
gation and signal processing. During sound propagation, an
impulse response (IR) is computed for every source-receiver
pair, which encodes reflections, diffraction, and scattering
of sound in the scene from the source position to the re-
ceiver position. During the signal processing stage, the IR
computed during propagation is convolved with the anechoic
(dry) audio signal emitted by the source, yielding the audio
signal heard at the receiver. Since sound may arrive at the
receiver from many previous source positions, there are three
main challenges in auralization of MS-MR scenes. Firstly,
IRs need to be computed between many previous source po-
sitions and the current receiver position; the number of IRs
that need to be computed is proportional to the maximum
delay modeled in the IR. Secondly, during signal processing,
many different IRs need to be convolved with the dry audio
signal, incurring a substantial computational overhead. Fi-
nally, the convolved signals due to different IRs need to be
combined to generate a smooth, correct audio signal at the
receiver.

Various approaches have been proposed to handle sound
propagation and signal processing for auralization in dy-
namic scenes. However, current methods do not accurately
model dynamic scenes where both the sources and receivers
are moving simultaneously. We present novel auralization
techniques for such dynamic scenes. Some of the new com-
ponents of our work include:

e Auralization for MS-MR Scenes: We present an



algorithm to accurately model auralization for dynamic
scenes with simultaneously moving sources and a mov-
ing receiver (MS-MR). We show that our technique can
also be used to perform efficient auralization for mov-
ing sources and a static receiver (MS-SR) as well as
static sources and a moving receiver (SS-MR).

e Efficient Signal Processing Pipeline: We present
a signal processing pipeline, based on block convolu-
tion, that efficiently computes the final audio signal for
MS-MR scenarios by convolving appropriate blocks of
different IRs with blocks of the input source audio.

e Modified Sound Propagation Algorithms: We
extend existing sound propagation algorithms, based
on the image-source method and pre-computed acous-
tic transfer, to efficiently model propagation for MS-
MR scenarios. Our modified algorithms are quite gen-
eral and applicable to all MS-MR scenarios.

e Low Computational Overhead: We show that our
sound propagation techniques and signal processing
pipeline have a low computational overhead (less than
25%) over auralization for SS-SR scenarios.

The rest of the paper is organized in the following manner.
We discuss prior work related to sound propagation and sig-
nal processing for auralization in Section 2. Section 3 gives a
brief overview of auralization. In Section 4, we present our
algorithm for auralization in MS-MR scenes. We present
a signal processing pipeline, and extend two recent sound
propagation algorithms for MS-MR scenes in Section 4.2 and
in Section 5, respectively. Finally, we describe our results in
Section 6.

2. RELATED WORK

In this section, we briefly review prior work related to
sound propagation and signal processing for auralization.

2.1 Sound Propagation

The propagation of sound in a medium is described by
the acoustic wave equation, a second-order partial differen-
tial equation. Various methods have been proposed to solve
the wave equation, and we summarize them below.

Numerical Methods: Various classes of numerical meth-
ods have been applied to solve the wave equation [?], such
as the Finite Element Method (FEM), the Boundary Ele-
ment Method (BEM), the Finite-Difference Time-Domain
(FDTD) method, and Digital Waveguide Meshes (DWM).
FDTD methods are popularly used in room acoustics [?] due
to their simplicity. However, FDTD methods are computa-
tionally intensive, and scale as the fourth power of the max-
imum simulated frequency and linearly with the scene vol-
ume. These methods, when applied to medium-sized scenes
using a cluster of computers, can take tens of GBs of mem-
ory and tens of hours of computation time [?]. Recently,
an Adaptive Rectangular Decomposition (ARD) technique
[?] was proposed, which achieves two orders of magnitude
speed-up over FDTD methods and other state-of-the-art nu-
merical techniques. In practice, these numerical algorithms
can compute an accurate acoustic response. However, they
are quite expensive in terms of handling large acoustic spaces

or dynamic scenes.

Geometric Methods: Geometric acoustics provides ap-
proximate solutions to the wave equation for high-frequency
sound sources. Broadly, geometric acoustics algorithms can
be divided into pressure-based and energy-based methods.

Pressure-based methods model specular reflections and
edge diffraction, and are essentially variations of the image-
source method [?]. Ray tracing [?], beam tracing [?], frus-
tum tracing [?], and several other techniques [?] have been
proposed to accelerate the image-source method for specular
reflections. FEdge diffraction is modeled by the Uniform The-
ory of Diffraction (UTD) [?] or the Biot-Tolstoy-Medwin
(BTM) model of diffraction [?].

Energy-based methods are typically used to model dif-
fuse reflections and propagation effects when interference of
sound waves is not important. The room acoustic render-
ing equation [?] is an integral equation generalizing energy-
based methods. Many different methods, including ray trac-
ing [?], phonon tracing [?], and radiosity [?], have been ap-
plied to solve the room acoustic rendering equation.

Geometric methods are efficient and can handle dynamic
scenes, but cannot accurately model low-frequency interac-
tions with objects in a scene.

Precomputation-based Methods: Sound propagation is
computationally challenging, and many interactive appli-
cations like video games allow a very small compute and
memory budget (< 10% of the total compute and mem-
ory budget) for auralization. Hence, precomputation-based
auralization approaches are becoming increasingly popular.
Precomputation-based methods using ARD [?] have re-
cently been developed. They compute the acoustic response
of a scene from several sampled source positions; at run-time
these responses are interpolated given the actual position of
a moving source. Energy-based precomputation approaches
that can model high orders of reflection using precomputed
surface responses [?] or pre-computed transfer operators [?]
have also been proposed. These methods precompute acous-
tic response on points on the surface of the scene and use
them at run-time to compute the impulse response based on
the source and receiver positions. Pressure-based precom-
putation methods based on image-source gradients have also
been proposed [?].

2.2 Signal Processing for Auralization

Auralization is a vital component in some VR systems,
such as DIVA at the Helsinki University of Technology [?],
and RAVEN at Aachen University [?]. In addition, real-
time auralization systems have been developed based on
beam tracing [?] and frustum tracing [?]. These systems
use sound propagation engines that compute IRs at interac-
tive rates and signal processing pipelines that use these IRs
to generate smooth, spatialized audio signals for a receiver.

Artifact-Free Audio: IRs change when sources and re-
ceivers move in a dynamic scene. This could lead to artifacts
in the final audio signal. Approaches based on parametric
interpolation of delays and attenuations [?, ?], image-source
interpolation [?, ?], and windowing-based filtering [?] have
been proposed to handle discontinuities in IRs and audio
signals.
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Figure 1: An overview of auralization for multimedia applications. Source and receiver configuration is sent
by the application to the sound propagation engine. Sound propagation engine asynchronously updates the
impulse response (IR) for the source and receiver configuration to the signal processing pipeline. The signal
processing pipeline buffers the incoming audio frames, interpolate IRs, convolve IRs with the buffered input
audio, and interpolate the convolve result to generate smooth final audio signal.

Efficient Signal Processing: Processing a large number
of IRs from a large number of sound sources at interactive
rates is computationally challenging. Efficient techniques to
compute the final audio signal based on perceptual optimiza-
tions [?], Fourier-domain representations [?], and clustering
of sound sources [?, ?] have been proposed.

3. BACKGROUND

In this section, we present an overview of auralization for
multimedia applications (see Figure 1).

3.1 Impulse Responses

Most indoor sound propagation algorithms operate on the
assumption that the propagation of sound from a source to
a receiver can be modeled by a linear, time-invariant (LTT)
system. As a result, the propagation effects are described by
computing an impulse response (IR) between the source and
the receiver. The IR encodes spatial information about the
size of the scene and the positions of objects in it by storing
the arrival of sound waves from the source to the receiver as a
function of time. Given an arbitrary sound signal emitted by
the source, the signal heard at the receiver can be obtained
by convolving the source signal with the IR.

Figure 2 shows an example of an IR; it is usually divided
into direct response (DR), early response (ER), and late
response (LR). For example, in a church or a cathedral, an
IR could be 2-3 seconds long, as sound emitted by a source
will reflect and scatter and reach the receiver with a delay
of upto 2-3 seconds, decaying until it is not audible. For
such an IR, the DR is the direct sound from the source to
the receiver, ER is typically the sound reaching the receiver
within the first 80-100 ms, and LR is the sound reaching the
receiver after 100 ms of being emitted from the source.

However, this assumption is only valid for SS-SR scenar-
ios. For MS-MR scenarios, sound propagation cannot be
modeled as an LTI system. Therefore, there is no well-
defined IR between the source and the receiver. Fortu-
nately, propagation for MS-MR scenarios can be modeled
using time-varying IRs. We shall use this observation in
Section 4 to develop an auralization framework for MS-MR
scenarios.

3.2 Auralization Pipeline

There are two key components of an auralization pipeline:
(a) the sound propagation engine, and (b) the signal process-
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Figure 2: Example of a typical IR. It is composed
of direct response (DR), early response (ER), and
late response (LR). DR is the direct sound from the
source to the receiver, ER is typically the sound
arriving at the receiver in the first 80-100 ms, and
LR is the sound arriving at the receiver after 100
ms.

ing pipeline. Figure 1 shows an overview of auralization for
interactive multimedia applications. The simple convolution
framework described in Section 1 is sufficient for acoustical
analysis of a space, where sound sources and receiver are
fixed and the user is not actively interacting with the sys-
tem. But this is not sufficient for interactive multimedia
applications and they pose many challenges.

Firstly, due to the interactive nature of such applications,
audio must be streamed to the user in real-time. For exam-
ple, voice chat among players in MMOs must be played back
to the player in real-time for effective in-game communica-
tion. Therefore, the audio played at the source is sent to
the signal processing pipeline in small chunks, called audio
frames. Sound propagation and binaural audio effects are
applied to each audio frame. The size of the audio frames
is chosen by the application, typically based on allowable
latency in the system and the time required to apply prop-
agation effects on a given audio frame. The size of an audio
frame could be anywhere from 10-50 ms depending on the
application, and therefore 20-100 audio frames need to be
processed per second. Thus, a signal processing pipeline
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for auralization in interactive applications needs to handle
streaming audio frames in real-time.

Secondly, these interactive applications could involve com-
plex scenes, and current algorithms may not be able to per-
form sound propagation at 20-100 frames per second. There-
fore, sound propagation is performed asynchronously with
respect to signal processing, as shown in Figure 1. For in-
teractive applications, 50-100 ms is an acceptable latency to
update the IRs in a scene [?] and therefore, the sound prop-
agation engine should be able to asynchronously update the
IRs at 10-20 FPS.

Thirdly, as these interactive applications involve dynamic
MS-MR scenes, it is important to reduce any artifacts due
to the dynamic scenarios, and the final audio signal must be
smooth. Due to the movement of sources and receiver, the
IRs used for two subsequent audio frames may be different,
as these IRs are updated asynchronously. This could lead
to a discontinuity in the final audio signal at the boundary
between two audio frames. Hence, interpolation of IRs or
smoothing of the audio at the frame boundaries is performed
to ensure an artifact-free final audio signal.

Finally, as the application may have a large number of
sound sources, the signal processing pipeline must be effi-
cient and should be able to handle the convolution of IRs
for a reasonable number of sound sources at 20-100 FPS.

4. AURALIZATION FOR MS-MR

In this section, we present our auralization technique for
MS-MR scenarios. Moreover, our technique can also be spe-
cialized for MS-SR and SS-MR scenarios. Table 1 presents
the notation used throughout this section and the rest of the
paper. Note that the audio emitted in different frames could
overlap in time, depending on the window function chosen.
A windowing function limits the support of a signal. For
clarity of exposition, we use a square window function such
that w(t) = 1 for 0 < ¢t < AT, and w(t) = 0 elsewhere.
However, to compute a smooth audio signal, an overlapping
windowing function like Hamming window is used. Next,
we present a mathematical formulation to compute the au-
dio signal heard at the receiver in a given frame, ri(t), for
MS-MR scenarios (see Figure 3 and Figure 4).

In a given MS-MR scenario, sound reaching Ry arrives
from many previous source positions {Sk, Sk—1, ..., Sk—L+1},

Notation

multiplication operator

* convolution operator
t time in seconds
AT length of an audio frame in seconds
N frame rate (= 1/AT)
k frame number (range from 0 to co)
Sk position of source in frame k
Ry position of receiver in frame k
w(t) window function
(non-zero for AT time period)
wi(t) window function used to select frame k
= w(t — kAT)
s(t) signal emitted by source
sk(t) signal emitted by source in frame k
= s5(t) - wg(t)
ri(t) signal received by receiver in frame k
r(t) signal received by receiver

)

Gk ko (1) impulse response between Ry, and Sy,
l length of impulse response in seconds
Gk ko (t) =0 for t > L
L length of impulse response in frames

=1/AT

Table 1: Definitions of symbols and other notation
used in this paper.

as the sound emitted by previous source positions (upto L
audio frames ago) propagates through the scene before ar-
riving at Rg. For any previous source position Sk_;, the
sound reaching the listener can be obtained by convolving
sg—i(t), the sound emitted from the source in frame k — i,
with gg x—i(t), the IR between Si_; and Ry. Since the lis-
tener is at Ry only during audio frame k, we isolate the rel-
evant portion of the convolved signal by applying a square
window wy(¢). This results in the following equation:

L—-1

ri(t) = ) lgkas—i(t) * se-i(8)] - w(t) (1)

=0

Equation 1 correctly models the audio signal that will
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Figure 4: Signal processing pipeline for MS-MR: The input audio signal s(t) is multiplied with window function

w(t) to generate the audio frames {si(t), sk—1(t),. .., sk—r+1(t)} for source positions {Sk, Sk—_1,..
audio frames are convolved with the corresponding IRs {gkx(t), gr,x—1(t),...

.y Sk—r+1}. These
, 9k, k—L+1(t)} and multiplied with

the window function wy(t) to generate the audio frame for the receiver position Rj.

reach the receiver Ry from prior source positions. Note that
none of the IRs { gk x(t), g,k—1(£), - - -, g, k—L+1(t) } were com-
puted in previous frames, and therefore L new IRs need to
be computed during every frame between each of the prior
L source positions, {Sk, Sk—1,...,Sk—L+1}, and the current
receiver position Ry. A nalve auralization technique may
compute L new IRs during sound propagation per frame
and may perform L full convolutions of the IRs with the
current audio frame. For example, for an IR of length 1 sec-
ond and audio frames of size 100 ms, sound propagations for
10 different IRs would be performed per frame and 10 full
convolutions between the IRs and the current audio frame
would be computed per frame. This may not fit within the
convolution budget of 10-50 ms per frame or the 50-100 ms
budget per frame for sound propagation, and may lead to
glitches in the final audio signal or high latency in updating
the IRs.

Key Observations: Our formulation is based on the fol-
lowing property:

Lemma 1: For a given receiver position Ry and source po-
sition Skg—;, only the interval of the IR grr—:(t) in [(i —
1)AT, (i + 1)AT] will contribute to ri(t).

Intuitively, the sound emitted at source position Si_; can
arrive at Ry, only within a delay of [(: — 1)AT, (i + 1)AT],
assuming that a square window wx(t) is applied to compute
the final audio signal at Ri. Thus, only an interval of the IR
gk, k—i(t) needs to be computed to generate the final audio
signal at Ry.

Furthermore, a block convolution framework is well-suited
for signal processing in MS-MR scenarios as different blocks

of IRs can be convolved with corresponding audio blocks.
To compute the final audio signal at Ry, the block of the IR
gk,k—i(t) in the interval [(i — 1)AT, (¢ + 1)AT] is convolved
with the input audio frame si_;(t) to generate the audio
signal at Ry. This minimizes the computation in the signal
processing pipeline, and we will show in Section 6 that this
leads to efficient auralization for MS-MR scenarios.

4.1 Auralization for SS-MR and MS-SR

Equation 1 can be specialized to derive similar equations
for SS-MR and MS-SR scenarios. In SS-MR scenarios, the
source is static, i.e., S1 = Sa2 = S3... = Sk. Therefore,
9k,k—i(t) = gr,k(t), and gi k—s(t) can be moved out of the
summation in Equation 1, yielding the following simplified
equation:

(0 =l « 3 s i@ -w) (@)

Hence, SS-MR, scenarios are easier to model, as they re-
quire computation of only one IR, gi r(¢), per frame. How-
ever, the past audio frames {sx(t),sk—1(t),...,Sk—r+1(¢)}
need to be buffered in memory.

In MS-SR scenarios, the receiver is static, i.e., R1 = Re =
R3 cee = Rk. Therefore, gkfi,k(t) = gk,k(t)y i.e., of the L IRs
needed in every frame, L — 1 would have been computed in
the previous frames, and can be re-used. This observation
results in the following simplified equation:

o) = (3 riso()] - wn(t) 3)

Th—i(t) = gr,k—i(t) * sp—i(t) (4)



Thus, MS-SR scenarios are easier to model, as they require
the computation of only one IR, g x(t), per frame. More-
over, the convolved output from the previous L — 1 frames,
{rkk—1(t), "k e—1(t), ..., "e,e—r+1(t)}, can be cached in a
buffer and used to compute 74 ().

4.2 Signal Processing for Auralization

In this section, we present our signal processing pipeline.
The pipeline uses block convolution to compute the final
audio signal for MS-MR scenarios. During block convolu-
tion for receiver Ry, the block [(i — 1)AT, (i + 1)AT] of IR
gk,k—i(t) is convolved with the source signal block sg_;(t).
The results from these block convolutions for the past L
source positions are added together and played back at the
receiver after applying the window function wg/(t).

In our formulation, the block convolution is implemented
by computing a short-time Fourier transform (STFT) of
each frame of input audio and the IRs. Let the STFT of
sk(t) be sp(w) and the STFT of gk—i(t) for the interval
[(i — 1)AT, (i + 1)AT] be gk,k—i(w). Then the final audio
ri(w) can be computed as follows:

(@) = 3 gori(@) - shi(w) (5)
1=0

Finally, we compute an inverse-STFT to compute 74(t)
from r,(w). Note that as the IRs change from one frame
to another, there may be discontinuities in the final audio
signal between the boundaries of consecutive frames. There-
fore windowing functions, such as the Hamming window, are
used instead of a square window to minimize such artifacts.

S.  SOUND PROPAGATION FOR MS-MR

In this section, we present two efficient modifications of
sound propagation algorithms for modeling MS-MR, scenar-
ios. First, based on Lemma 1, we can efficiently compute L
IRs from the prior source positions, {Sk, Sk—1,...,Sk—1+1}
using the image-source method. Second, we extend a pre-
computation based sound propagation algorithm [?] that
stores responses from the sources at the surface samples, by
observing that the response at the surface samples from past
source locations {Sk,Sk—1,...,S%—r+1} would have been
computed in previous frames and can be stored to efficiently
generate L IRs corresponding to the new receiver position.

5.1 MS-MR Image Source Method

Figure 5 gives a short overview of the image-source method.

This method is used to compute specular reflections and can
be extended to handle edge diffraction. The image-source
method can be divided into two main steps: (a) image tree
construction based on the geometric representation of the
environment, and (b) path validation to compute valid spec-
ular paths in the image tree.

In the first step, we construct a image tree from receiver
Ry up to a user-specified m orders of reflection. It is con-
structed by recursively reflecting the receiver or an image of
the receiver over the scene primitives and storing the image-
sources as nodes in the tree. Each node in the tree thus
corresponds to a single specular propagation path. We de-
note this image tree by T'(Rx,m). We construct an image
tree using the receiver position as the root of the tree as it
leads to a more efficient implementation over constructing

an image tree from the source position. Figure 5 shows an
example of an image tree.

To compute the final specular paths from the image tree,
the source position is required. Hence, in the second step,
given a source position Sy, we traverse the tree, and for each
node in T'(Rk, m), we determine which of the corresponding
propagation paths are valid. Some of the paths may not be
valid because of the following reasons: (a) a path from the
source Sy to an image-source or between two image-sources
might be obstructed by other objects in the scene, or (b) a
path may not lie within the scene primitive which induced
the image source. In such cases, a specular path does not
exist for the corresponding node in the image-source tree.

In MS-MR scenarios, path validation needs to be per-
formed from all the source positions {Sk, Sk—1, ..., Sk—L+1}-
However, we require only a portion of the IR in the interval
[(t = 1)AT, (i + 1)AT] for a given receiver position Ry and
source position Si_;. Therefore, we use the time interval
and compute the distance interval [(i — 1)cAT, (i + 1)cAT],
where c¢ is the speed of the sound, to eliminate paths dur-
ing the path validation step. A path is not considered valid
if the length of the path lies outside this distance interval.
We will show in Section 6 that our formulation substan-
tially reduces the overhead of computing image-source IRs
for MS-MR scenarios.

5.2 MS-MR Direct-to-Indirect Acoustic Radi-
ance Transfer

Direct-to-indirect (D2I) acoustic radiance transfer is a re-
cently proposed precomputation-based approach to compute
high orders (up to 100 or more) of diffuse reflections inter-
actively [?]. The key idea is to sample the scene surfaces
and precompute a complex-valued transfer matriz, which
encodes higher-order diffuse reflections between the surface
samples. At run-time, the IR is computed as follows: (a)
Given the source position, compute a direct response at each
sample point. (b) Given the direct response at the sam-
ple points, indirect responses are computed at these sample
points by performing a matrix-vector multiplication with the
transfer matrix. (c) Given the direct and indirect responses,
the final IR is computed at the receiver by tracing rays (or
“gathering”) from the receiver.

In MS-MR scenarios, we need to compute IRs for L previ-
ous source locations {Sk, Sk—1, ..., Sk—r+1}. A naive imple-
mentation would perform all three steps above L times. This
is highly inefficient, and would lead to an L-fold slow-down
over SS-SR scenarios. We observe that in this case, all the
indirect responses from the previous L — 1 source locations
{Sk—-1, .., Sk—r+1} can be stored at the surface samples (as
they are independent of the receiver position), and therefore
only one indirect response from source position S; needs to
be computed for each surface sample per frame. In the final
step, the final IR can be gathered from L different indirect
responses. This is much more efficient than the naive im-
plementation, as can be seen by the overall performance of
direct-to-indirect acoustic radiance transfer for MS-MR in
Section 6.

6. RESULTS

In this section, we present the results of performance eval-
uation and benchmarking experiments carried out on our
proposed framework. All tests were carried out on an Intel
Core 2 Quad desktop with 4GB RAM running Windows 7.



Figure 5: Our modified image-source method. (a) An image tree is constructed by reflecting the receiver
recursively across the surfaces in the scenes. Here, receiver R is reflected across the surfaces {4, B,C, D, E, F'}
to construct first order images. Image R4 is reflected across surface B to construct higher order image Rap.
An image tree, T(R,m), is constructed from these image sources. (b) A path validation is performed by
attaching the source S to nodes in the image tree to compute valid specular paths from receiver R to the
source S. A path is invalid if it is obstructed by objects in the scenes, e.g. image R4, or does not lie within
the scene primitive, e.g. image Rp. For MS-MR scenarios, we test that the delay of the path lie with the
appropriate delay range ([(¢ — 1)AT, (i + 1)AT]) for receiver R; and source Sj_;.
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Figure 6: An overview of our modified Direct-to-Indirect Acoustic Radiance Transfer method. (a) Direct
responses are computed at the sample points from the source. (b) Indirect responses are computed at these
sample points by performing a matrix-vector multiplication with the transfer matrix. The transfer matrix
is computed in a pre-processing step. (c) The final IR is computed at the receiver by tracing rays (or
“gathering”) from the receiver. For MS-MR scenarios, the response from the past sources is stored at the
surface samples and gathered at run time.
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Figure 7: Benchmark scenes. (a) Room (876 trian-
gles), (b) Hall (180 triangles), (c¢) Sigyn (566 trian-
gles).

MR scenarios in the image-source method for sound prop-
agation (see Section 5). In our implementation, the image
tree is computed using a single CPU core, whereas path
validation is performed using all 4 CPU cores. Column 3
shows the time taken for computing the image tree for 2
orders of reflection. Columns 4 and 6 show the time taken
for performing path validation, for SS-SR scenarios and MS-
MR scenarios respectively. The computational overhead is
shown in Column 8.

Table 6 quantifies the computational cost of modeling
MS-MR scenarios using direct-to-indirect acoustic radiance
transfer (see Section 5). Our implementation of this algo-
rithm uses all 4 CPU cores. Column 3 shows the number

Figure 7 shows the scenes we used for benchmarking.

We first summarize the performance of our signal pro-
cessing pipeline (as described in Section 4.2). All timings
are reported for a single CPU core. As the table shows, a
signal processing pipeline based on block convolution can
efficiently handle a large number of sound sources per audio
frame.

Table 6 quantifies the computational cost of modeling MS-

of surface samples used for each scene. Column 4 shows the
time taken to compute the direct response at each surface
sample, and apply the transfer matrix to compute the in-
direct response at each surface sample. Columns 5 and 7
show the time taken for gathering the final IR at the re-
ceiver, for SS-SR scenarios and MS-MR scenarios respec-
tively. The computational overhead is shown in Column 9.



Frame Size 10 ms 20 ms 50 ms 100 ms
IR length
1 sec 50.6 ms 18.3 ms 10.4 ms 7.9 ms
2 sec 97.8 ms 36.9ms 19.1 ms 14.8 ms
3 sec 147.0ms 54.4ms 27.0ms 21.2 ms
Table 2: Timing results for signal processing

pipeline based on STFT. The table shows the time
needed to compute 1 second of final audio output for
different frame sizes and the length of the IR. Thus,
for IR of length 2 sec and audio frames of size 50 ms,
our signal processing pipeline takes about 19 ms to
compute 1 second of output audio, and therefore it
can efficiently handle up to 50 sound sources.

Since higher-order reflections are precomputed and stored
in a transfer matrix, the overhead percentages shown are
constant regardless of the number of orders of reflections.

7. CONCLUSION AND FUTURE WORK

Real-time auralization for dynamic scenes is a challeng-
ing problem. We have presented a framework for perform-
ing real-time auralization in scenes where both the sound
sources and the receiver may move. A key component of this
framework is an equation describing how time-dependent
impulse responses can be convolved with streaming audio
emitted from a sound source to determine the sound sig-
nal arriving at the receiver. This equation can be used to
derive simpler equations which describe auralization in situ-
ations where either the sources or the receiver or both may
be static.

Another key component is the insight that for the re-
ceiver position in a given audio frame, we do not need full
impulse responses from all previous source positions. This
insight allows us to suitably modify sound propagation al-
gorithms (such as the image-source method or direct-to-
indirect acoustic radiance transfer) to handle moving sources
and a moving receiver without incurring a significant compu-
tational cost as compared to the naive approach of comput-
ing full impulse responses from all previous source positions.

Correctly performing auralization for scenes with dynamic
geometry remains an interesting avenue for future work.
Such scenes commonly occur in interactive virtual environ-
ments and video games. Another important question that
remains to be addressed is that of the perceptual impact of
correctly modeling auralization for dynamic scenes.
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